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7.1 Introduction

Information systems (ISs) are everywhere. They have a large impact on the everyday lives

of organizations as well as on individuals. In the light of ambient, pervasive, and ubiqui-

tous computing, this impact is increasing significantly. At the heart of information systems,

security aspects play a vital role and are thus becoming central issues in those systems’ ef-

fective usage. The importance of security technologies and of their enabling technical plat-

forms has been widely recognized and receives continuous attention (e.g., new encryption

algorithms, public key infrastructures, etc.). However, organizations also increasingly con-

sider the management dimension of security. From an anecdotal perspective, one can say

that security management issues start with updating an antivirus database, but from a

more serious economic perspective, organizations understand that security concerns are

the source of important costs, not only in terms of technologies but especially in terms of

related management activities. As an example, many organizations (e.g., banks) first intro-

duced public key infrastructures, considered as the most secure technical platform for cop-

ing with authentication, confidentiality, integrity, and nonrepudiation security issues. But

after a while, many of these organizations abandoned such solutions for lighter weight

platforms because of the costs generated. Sources of these costs are mainly related to asso-

ciated management activities and interoperability issues, and also to indirect costs, due to

the di‰culty of usage by their customers. To summarize, many security solutions and

infrastructures exist and can be deployed, but the key problem is to know if their associ-

ated direct and indirect costs should be adopted. In practice, these costs have to be com-

pared with the consequences of not using these secure solutions and infrastructures to

measure the total impact cost of a security problem on the business.

ROI (return on investment) issues related to the cost of security technologies compared

to their benefits are thus becoming a vital question in many organizations. As a conse-

quence, the traditional role of IS security o‰cers is evolving more and more from a purely

technical profile to a new profile in which a mix of business and technical competencies is



required. These competencies are needed for being able to evaluate the fit that must be

established between secure IT infrastructure and the assets to be protected at the business

level of an organization. Central to this business/IT alignment problem (Henderson &

Venkatraman, 1993) is the risk analysis process, in which the cost of a technical security

solution should be balanced against the vulnerabilities of the IS and the costs of the impact

on the business related to the exploitation of these vulnerabilities. This need for setting up

security risk analysis processes within organizations is further reinforced and broadened at

the institutional and/or sector-based levels, with major initiatives such as the Sarbanes–

Oxley Act (see American Institute of Certified Public Accountants, 2002), governing the

integrity of financial and accounting data or, in the banking industry, the Basel II agree-

ment (Basel Committee on Banking Supervision, 2004), which requires banks to comply

with instructions for defining the level of their capital requirements in relation to the matu-

rity of their risk management activities. To answer this need there are several initiatives,

ranging from the identification of the management processes to be set up in organizations

(Rifaut, 2005), to methods that provide assistance and guidelines in the production of the

deliverables associated with security risk management activities.

In this chapter our focus is on the method aspect. More specifically, after a brief intro-

duction to some of the most popular risk management methods and to their fundamentals

in section 7.2, we will explain some of their drawbacks and the benefit of complementing

them with a more formal framework supporting the production of more rigorous descrip-

tions, associated with a continuous risk analysis activity. This framework is introduced in

section 7.3, in which we will also explain the importance of models that can be produced

both at the business level (the ‘‘what’’) and at the software architectural level (the ‘‘how’’).

However, as such models are not su‰cient to really help in coping with the business/IT

alignment issues, we will motivate the benefits of complementing them with a requirements

engineering (RE) approach based on the i* framework (see chapter 2 in this book; see also

Yu, 1997) to address the ‘‘why’’ question underlying this alignment within the context of

a risk-based process. In the rest of the chapter, we will illustrate the overall approach

through the handling of a simplified health care case study related to an IS supporting the

approval of and reimbursement for physicians’ medical procedures. In section 7.4, we will

show how the i* framework complements a classical business process model approach for

achieving a better understanding of business assets and of the security goals associated

with them. Then, in section 7.5, at the software architectural level, we will see how goals

can be systematically refined into traceable security requirements. Finally, in section 7.6,

together with the components identified in the detailed software architecture, we will

explain how the security requirements are the inputs for a more systematic risk analysis

applied to the IS level. To support it, we have enriched the i* framework with a few addi-

tional concepts, and notations for the concepts, that support reasoning over security risks,

the associated security solutions (also referred to as controls or countermeasures), and their

traceability. Section 7.7 concludes this chapter with a comparison to other uses of the i*
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and other modeling frameworks in security contexts and introduces directions for future

work.

7.2 Security Risk Analysis Methods

7.2.1 State of the Art

Today a number of methods are available to security o‰cers in organizations for perform-

ing risk analyses of security problems and identifying solutions that are the most adequate

in the context of the alignment of the business with an IS solution. Based on the ontology

for the security risk management domain elaborated in the work of Mayer (2009), figure

7.1 introduces the main components of a risk-based management approach.

1 Business Assets are anything that has economic value to the organization and that is cen-

tral in the realization of its business objectives. The protection of these assets is essential

for the survival of the organization.

1 Within organizations, business assets management relies heavily on ISs. IS Assets

(including IT resources) are any components that are part of IS and of their operating

Figure 7.1
Risk-based management approach.
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environment. In many cases IS assets are direct mirrors of business assets (e.g., the data

stored in the database that mirror the medical procedure business information).

1 Security is the central property expected from the installed IS. It defines di¤erent qual-

ities expected from the IS. Besides the pure security aspects (e.g., confidentiality of data),

it also encompasses aspects such as reliability, performance, and resilience.

1 Risk Management is the essential equation to be kept in mind when handling the various

security qualities. For each IS asset, one has to ask questions about its vulnerabilities, the

existence of potential threats capable of exploiting these vulnerabilities, and the impact of

this exploitation on the running of the business. All this risk analysis activity results in the

identification of best controls (security countermeasures) to be implemented.

The risk management process is composed of the activities presented in figure 7.2. The

process begins with a study of the organization’s context and the identification of its assets.

In this step, the organization and its environment are described, and an overview of the IS,

when already in place, is made. For example, in a medical context (not defined in depth

here), patient information is a business asset and the medical database that stores that

patient information is an IS asset. Then, based on the level of protection required for the

assets, one needs to determine the security objectives. Security objectives are often defined

in terms of confidentiality, integrity, and availability of the assets. Returning to the medi-

cal example, the confidentiality of patient information should be assured. The main step of

Figure 7.2
Classification of some risk management methods.
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the risk management process is risk analysis, which elicits the risks that are harming assets

and threatening security objectives. This step consists of identifying risks and estimating

their level in a qualitative or quantitative manner. We speak about risk assessment only

after the level of analyzed risks is evaluated against the security needs, which are deter-

mined during the second step of the process. For instance, the database supporting the

patient information can be the target of a hacker trying to exploit common TCP/IP

weaknesses to access the confidential data. This risk has an estimated level high enough

for it to be considered. Once risk analysis is performed, decisions about risk treatment are

taken, such as reducing the risk with controls or transferring the risk to a third party. Se-

curity requirements on the IS can thus be determined as security solutions to mitigate the

risks. For our example, technical controls are chosen to reduce the risk, such as enabling

filtering and intrusion detection on the IS network. Requirements are finally instantiated

into security controls (i.e., system-specific countermeasures) that are implemented within

the organization. In our example, a firewall and an intrusion detection system (IDS) are

selected and implemented within the IS.

A number of commercial methods are now on the market. Some of the best-known

approaches are OCTAVE (Alberts & Dorofee, 2001), IT-Grundschutz Manual (BSI,

2004), CRAMM (Insight Consulting, 2003), ISO/IEC 27002 (ISO, 2005a), Common Cri-

teria (Common Criteria, 2006), MEHARI (Club de la Sécurité de l’Information Français,

2004), and EBIOS (Direction Centrale de la Sécurité des Systèmes d’Information, 2004).

As shown in figure 7.2, they di¤er mainly in the weight put on the di¤erent risk manage-

ment activities, some of them being, for example, only best practices and proposing a set of

security requirements to implement (ISO, 2005a; Common Criteria, 2006).

7.2.2 Weaknesses of Traditional Methods

Even if existing methods cover the activities of risk management, they have a number of

weaknesses that result mainly from a lack of well-defined concepts, detailed analysis, and

a rigorous, analytical, and systematic approach. In particular, the following are needed:

1 More rigorous documents associated with the activities depicted in figure 7.2. For a long

time, IS engineering has been familiar with the problems associated with informal docu-

ments and has proposed ‘‘models’’ as a way to achieve more formality and better quality.

Proposed models include enterprise/process models, which can be useful for identifying

and representing business assets within their organizational context, and MDA (Model

Driven Architecture)-based approaches for representing IS resources and software compo-

nents within the context of logical and physical IS architecture.

1 More systematic methods to guide and guarantee business/IT alignment within a secu-

rity context. This requires being able to reason about the traceability links that need

to be established between the business and IS assets. Most of the existing approaches

support only a coarse-grained view of these traceability links, whereas a more detailed
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and analytical analysis would make possible more precise reasoning. At this level, lessons

drawn from the relation between RE and AE (architectural engineering) are helpful for

achieving an enhanced traceability framework, in which the links existing between security

requirements and IS components are represented.

1 Better integration of risk analysis activities all along the IS development life cycle. In

many of the existing approaches, risk analysis activities are planned at the end of IS devel-

opment and even, sometimes, at the time of IS deployment. However, many of the risk

analysis activities could be performed at the same time as the IS development stages, with

a more beneficial and direct e¤ect in terms of traceability between risk management deci-

sions and the information collected during these stages.

7.3 The Proposed RE and Modeling Framework for Risk Analysis

For improving existing methods, our proposal is to complement them with a framework

having three components, with a focus on the early and more productive stages of IS

development:

1 A modeling component that provides better support in the formalization of information

and knowledge created and exchanged during risk management activities, by way of mod-

els associated with business and architectural domains.

1 An AE component that, together with RE techniques and methods, provides better

systematic support in terms of business/IS alignment. The improvement will concern, on

the one hand, the alignment of security requirements with business assets, through the

adoption of a goal-oriented approach, and on the other hand, the alignment of IS software

architecture with security requirements, on the basis of a systematic IS risk-based analysis.

1 A risk analysis component that supports the RE activities described above through a

risk-driven decision process that is led by a costs/benefits analysis focusing on the ROI

issue described in section 7.1.

The contributions made by our approach are shown by additions to figure 7.1, which are

shown in boldface type in figure 7.3.

The three components are now further detailed along with our motivations for using the

i* framework in support of them.

7.3.1 The Modeling Component

At the model level, our proposal is not new regarding the benefits of using rigorous nota-

tions for achieving better and more precise representation of business (the ‘‘what’’) and ar-

chitectural (the ‘‘how’’) aspects. In subsection 7.4.1, the benefit of using rigorous notations

is illustrated by using classical representations coming from standard notations associated

with business processes (BPM) and software architecture (MDA) models.
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But more important is the need for reasoning over business and IS assets, because doing

so is critical for risk analysis activities. Even if these assets can be identified in the ‘‘what’’

and ‘‘how’’ diagrams, we propose to use the i* framework to support reasoning over the

‘‘whys’’ associated with the di¤erent assets, and thus to capture the knowledge required

for risk analysis.

7.3.2 The AE/RE Component

The alignment of the business with the IS is guaranteed through the use of RE techniques

that identify high-level requirements (goals) related to business assets, and low-level require-

ments that are attached to properties expected from the IS solution.

Due to the impact of nonfunctional aspects on all AE activities, the elicitation of non-

functional aspects (including security aspects) must be addressed at the earliest stages of

the IS engineering process, in particular at the RE activities stage. This need is fulfilled

through the use of i* diagrams.

As defined by the concept of ‘‘twin peaks’’ first described by Nuseibeh (2001), there

is an unavoidable intertwining of RE and AE activities: ‘‘Analysis of a requirements

Figure 7.3
A proposal for a rigorous framework for risk management.
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specification will lead to a design proposal, and analysis of the design will show the need

for further requirements’’ (Mo¤ett & Nuseibeh, 2003, p. 5). Handling the management of

this intertwining aspect is part of the risk analysis component.

7.3.3 The Risk Analysis Component

7.3.3.1 Principles of a Risk-Driven Process

Throughout the development of an IS, a number of design decisions are taken at abstrac-

tion levels ranging from the strategic business level up to the detailed architectural level.

All these decisions imply some associated risks, most of them having severe impacts on

the level of security that the IS will ultimately provide. For example, these impacts may

be related to incorrect identification of the business assets in the company, of the security

goals and requirements of the IS assets, and so on. Ultimately, incorrect assessments of all

or some of these elements result in an inadequate evaluation and/or selection of security

measures. For dealing with such problems, our aim is to introduce a systematic risk-driven

process:

1. Guaranteeing the quality of the engineering activity within the cost/benefit trade-o¤. In

particular the engineering of nonfunctional aspects interleaved into the RE and AE is very

sensitive to the completeness of analyses (which is one of the most important quality

aspects of engineering activities, besides the correctness and adequacy of the analysis).

2. Dynamically tailoring the decision process to the abstraction level (business high-level/

detailed IS architecture) of the analyses taking place during the activities, all along the

engineering process, concerning the nonfunctional aspect, the RE process, and the AE

process.

3. Quickly defining the right scope of the concepts already modeled, in order to decide the

next activities to select at any time. This is the most important feature when models tend to

be large in real case studies and strong relationships exist between di¤erent concerns and

abstraction levels.

7.3.3.2 A Proposed Risk-Based Decision Process

The proposed method (further detailed in Mayer, Rifaut, & Dubois, 2005) uses a qualita-

tive risk assessment for focusing, at any moment of the iterative security engineering activ-

ity, on the most critical parts of the business and of the IS. The risk assessment criteria are

based on risks and the costs of mitigating them. In other words, we face a trade-o¤ typical

in NFR (nonfunctional requirement) reconciliation (e.g., performance versus memory

space constraints). However, this method is extended at each abstraction level of the anal-

ysis, as will be seen in the case study. The accuracy of qualitative risk assessments is highly

dependent on expert knowledge about the domain, and often on the subjective aspects that

are included in order to reflect the viewpoints of all stakeholders.1 At this stage, we will

not enter into details of how to get an objective measure of the confidence in those quali-
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tative analyses and how to reconcile di¤erent viewpoints. In any case, the accuracy of the

qualitative assessment increases during the engineering process. For instance, depending

on the specifics of the IS development project, the following aspects can be qualitatively

assessed at the di¤erent steps of the IS life cycle:

1 At the beginning, only a coarse estimation of the value of the business assets can be taken

independently of the probability of risks.

1 Next, there is a progressive identification of the IS assets that mirror the business assets

for which security goals have been established.

1 Next, the probability of major attacks on the IS assets can be considered when threats

and vulnerabilities have been identified.

1 Next, the major costs of selected countermeasures can be taken into account.

1 Last, the details of the costs, depending on the IS load, are evaluated.

Keeping the scope of the security engineering process on just the most important quali-

tative aspects helps to optimize budget resources allocated for the analysis, without weak-

ening the completeness of the risk analysis.2 Moreover, taking advantage of traceability

links, the scope of each iteration of the security engineering process is always defined at

the right level of abstraction. Thus, only details meaningful to the scope and abstraction

level of each iteration are added.

The whole process depends heavily on the i* framework, which is very useful for sup-

porting a risk-driven process. Indeed, dependency links, means-end decomposition links,

and task-decomposition links can be used to define the right scope of the risk analysis.

NFR reconciliation is based on the assessment of goals and softgoals that are based on

the method used in Tropos (Castro, Kolp, & Mylopoulos, 2002) and the NFR framework

(Chung, Nixon, Yu, & Mylopoulos, 2000).

The next sections illustrate all these principles and guidelines, together with the benefits

o¤ered by the support of i* diagrams.

7.4 Business Process, Business Assets, and Goals

In the rest of the chapter we illustrate our approach through the handling of a simplified

case study related to the health care domain.

Case Study Presentation

The context of the case study is the reimbursement for procedures performed by physicians by health

insurance companies. In most of the existing national systems, a physician willing to perform specific

(and often costly!) medical procedures needs first to get the approval of the health insurance com-

pany before executing them. In practice, this means that the physician has to transmit information

about the patient and the requested procedure to the health insurance company. Once the physician

receives an authorization, then he/she can perform the medical procedure, report on its execution to

the health insurance company, and wait for reimbursement from the company.
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In a classical approach based on paper-based information exchange, all of this process is subject to

time delay, which can have severe consequences for patients in terms of health, as well as for physi-

cians in terms of monetary reimbursement. Thus, the new proposed approach is to adopt electronic

means for supporting these exchanges and to develop a new IS for managing them.

Given a context, the first activity of risk management is concerned with a better under-

standing of the business organization and the importance of its business assets.

7.4.1 Business Process Modeling

To achieve a more precise representation of the business at some abstract level, one can

decide to adopt process/enterprise modeling techniques. Di¤erent modeling approaches

(UML, Object Management Group, 2007b; UEML, Jochem, 2003; BPMN, Object Man-

agement Group, 2007a; CIM (from MDA), Object Management Group, 2001) allow for

the expression of the di¤erent business activities executed in an enterprise, as well as for

the representation of the business actors performing these activities; for the expression of

information flowing between these activities; and for the nature of the information itself.

An example of a business process model associated with our case study is the UML activ-

ity diagram depicted in figure 7.4.

The usage of an enterprise/business modeling language helps in achieving a better clari-

fication of the business of the organization, in terms of its processes, actors, and flows of

information. These concepts are elements of the ontology associated with the metamodel

of the BPM language. However, these elements also provide hints for the identification of

business assets, to be elicited during risk analysis management: for example, the availabil-

ity (nondisruption) of a process or the integrity of some information. However, a number

of additional elements cannot be expressed in such languages, such as those concerning

who is depending on these assets, what goals are associated with these assets, and so on.

This is why we claim that a more expressive language, such as that provided by the

i* framework, needs to be considered for supporting a better exploration of business

assets’ properties and therefore achieving a better understanding of their criticality for the

business.

7.4.2 Risk-Based Decision Process at the Business Goals Level

According to the first step of the risk-based decision process introduced in subsection 7.4.1,

one has to proceed to a coarse estimation of the value of the most critical business assets,

without considering the probability of risks associated with threats and vulnerabilities. For

those assets, a qualitative analysis is done about the business impact of security risk on the

overall economic value proposition.

The concept of value is receiving an increasing interest in the scientific community, in

which a number of business models (as opposed to business process models) have recently

been proposed on top of the original REA proposal (McCarthy, 1982). Some examples are
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BMO (Osterwalder & Pigneur, 2003) and e3-value (Gordijn, Kartseva, Schildwacht, Wier-

inga, & Akkermans, 2004), which consider economic actors, economic relationships, and

value objects exchanged (Schmitt, Grégoire, Ramel, Incoul, Brimont, & Dubois, 2005).

Regarding e3-value, there has been some interesting initial work comparing it with the i*

framework (van der Raadt, Gordijn, & Yu, 2005). More specifically, Gordijn, Petit, and

Wieringa (2006) emphasize the relation existing between value propositions expressed in

e3-value and strategic business goals expressed in i*.

In line with these approaches, the i* Strategic Dependency (SD) diagram produced at

this level makes the following explicit:

1 The identification of business assets through the dependencies that exist among actors on

information (i* resources), processes (i* goals), and activities—more detailed process

steps—(i* tasks). For example, a dependum could be related to information that is rele-

vant for an actor or to the execution of a process that is critical within the value chain of

an organization.

Figure 7.4
UML activity diagram of business process model of medical procedures reimbursement.
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1 The identification of value propositions associated with business assets. A value proposi-

tion is composed of a set of i* softgoals to which the correct handling of the business asset

contributes. For example, in an organization, one can identify a specific process as being a

business asset contributing to goals regarding the reduction of costs and the satisfaction of

customers. The identification of softgoals is central in the way of reducing risks at the busi-

ness level.

1 The assessment of risk reduction is based on a qualitative assessment in which the contri-

bution links (Chung et al., 2000) linking the business assets to the value proposition are

identified. The assessment is composed of two parts. First, the qualitative importance of

the contribution is considered (as in Castro et al., 2002; Chung et al., 2000): HELP/þ,

MAKE/þþ, HURT/�, BREAK/�� for, respectively, partial positive support, su‰cient

positive support, partial negative support, and su‰cient negative support. Second, the as-

sessment also depends on the qualitative importance of the target of the link.

We are relying on the i* framework but with a slightly di¤erent interpretation than in

the usual NFR framework. That approach aims at evaluating di¤erent alternative solu-

tions against di¤erent softgoals. On the other hand, in our approach we are evaluating

the impact of a correct handling of the business assets against the value proposition repre-

sented as a set of softgoals.

The overall risk-based analysis process sketched above is now instantiated to the case

study and to the incremental elaboration of the i* diagram.

The first stage of iterations of the risk-based process results is shown in figure 7.5. This

figure should be considered as the business model produced by the Public Health Author-

ity and is the result of discussions held with the stakeholders and of arbitration.

From this figure, one can read the following:

1 The identification of one business asset associated with Patient information and three assets

associated with the correct handling of three processes (Medical procedure authorization,

Medical care, and Reimbursement). Among these assets, the focus is not on the Medical care

goal but on the other two goals, Medical procedure authorization and Reimbursement, which

are central in a positive support for the central softgoal Minimize administrative costs associ-

ated with an e‰cient use of the medical care budget.

1 In terms of the assessment of the impact of a business asset on the value proposition, one

can read that the correct handling of the Medical procedure authorization asset will have a

su‰cient positive impact in terms of contribution to Efficient medical care management, since

there is now an a priori control of medical procedures (preventing, e.g., the execution

of multiple similar procedures). It is also positively contributing to the Trust relationship

between the Physician and Health Insurance, as well as to Respect for private life. However,

it has a negative impact on Minimize administrative costs because there will be new costs

associated with the implementation of this new process. Other value proposals and risk
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Figure 7.5
i* SD diagram of the business assets and associated impacts.
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assessments associated with Reimbursement and Patient information can be paraphrased in a

similar way.

The risk management activity then continues by detailing the analysis of the two most

critical goals cited following the first bullet: Medical procedure authorization and Reimburse-

ment. This analysis results in goal decomposition (with decomposition links extended to

goals, as in for example, Liu, Yu, & Mylopoulos [2003] and to softgoals, as in Castro

et al. [2002]). Medical procedure authorization is decomposed into Medical procedure authoriza-

tion request and Medical procedure authorization validation, and Reimbursement into Reimburse-

ment request, Reimbursement check, and Bank transfer, as depicted in figure 7.6.

At the same time softgoals can be introduced. They can be associated with a new value

proposition or, more often, with the refinement of elements of the original value proposi-

tion. For example, in figure 7.5, the Trust relationship to be maintained between the Physician

and Health Insurance is improved if there is an e‰cient handling of critical medical proce-

dure requests and a reduced delay in physician reimbursement.

7.4.3 The i* SD Diagram and the Derivation of Security Objectives

When the risk-based decision process is completed at the business level, the analysis con-

tinues with elaboration of an SD diagram in which a new actor, corresponding to the

Figure 7.6
Goal decomposition.
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system to be put in place, is introduced together with its interface with the actors of its en-

vironment. In our case study, as shown in figure 7.7, we have introduced the Medical System

in charge of managing the authorization of and reimbursement for medical procedures.

At this stage, similarly to security methods reviewed in section 7.2, we propose to elicit

security objectives concerning the business assets identified so far. Di¤erent taxonomies of

objectives are proposed by those methods. The most classical ones are confidentiality, in-

tegrity, and availability:

1 Confidentiality: the property that information is not made available or disclosed to unau-

thorized individuals, entities, or processes

1 Integrity: the property of safeguarding the accuracy and completeness of assets

1 Availability: the property of being accessible and usable upon demand by an authorized

entity

More recent types of security goals are also commonly used, such as accountability or

authenticity (ISO, 2004). As already demonstrated by multiple authors (Chung et al.,

2000; Liu et al., 2002), security objectives can be easily mapped into i* softgoals with the

benefits of achieving a better structuring and of supporting (possibly formal) reasoning.

Here, for modeling security objectives we choose to use the security constraint nota-

tion introduced in Bresciani, Giorgini, Mouratidis, and Manson (2004) and Mouratidis,

Giorgini, and Manson (2003), defined as a constraint that is related to the security of the

system.

For each asset, security constraints are identified for securing it. For example, in our

case study, we identify the importance of handling the medical procedure authorizations

as soon as possible, in order not to delay urgent medical procedures (implying the softgoal

No delay for authorization). In terms of security, the result is the introduction of two security

constraints dealing with Available medical system and Integrity answer (i.e., the integrity for

ensuring the correct answer about the requested medical procedure). Because of lack of

space, the complete identification of security objectives is not further detailed, but its com-

pletion results in the production of the i* diagram presented in figure 7.7. The figure

includes a number of security dependencies, the associated rationale for them being the

following:

1 Health Insurance depends on the Medical System for the Integrity of the answer (including

non-repudiation). A bad authorization is critical, because it could provoke unauthorized

medical procedures.

1 Physician depends on the Medical System for its Availability. If the system is unavailable,

Physician cannot do his or her job.

1 Medical Regulatory Authority depends on the Medical System for Respect for private life, lead-

ing to the Confidentiality of medical procedures and patient information.
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Figure 7.7
i* SD diagram associated with the identification of security constraints.
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It is interesting to note that the dynamics of the qualitative criteria that are assessed may

change the ranking of risks to set the focus back to a higher abstraction level. For instance,

after adding the aforementioned softgoals, the security risk impact that was revealed may

qualitatively lower or raise the significance of the business softgoals introduced during the

preliminary analysis. For instance, the qualitative assessment of the business impact of

the penalties that could be imposed by the Medical Regulatory Authority (see figure 7.5)

when there is noncompliance with its regulations about the confidentiality aspects of med-

ical procedures (implying the security constraint Confidentiality medical procedures) may raise

Respect for private life to the top of the assessment ranking.

7.5 High-Level Architectural Design and Identification of Security Requirements

7.5.1 IS High-Level Architectural Model

Progressing along the IS life cycle, the next focus is on the development of the IS architec-

ture. According to software engineering best practices, a high-level architecture (sometimes

called ‘‘logical’’ architecture or ‘‘platform-independent’’ architecture [OMG, 2001]) is first

produced. In this architecture the logical modules associated with the management of the

data and of the processing activities are represented, as well as the interactions between

these modules through operations calls. Two typical diagrams produced according to

UML-based methodologies at this level are a class diagram depicting static relations be-

tween objects and a sequence diagram associated with the dynamic invocation of opera-

tions. Figure 7.8 presents a sequence diagram for the Medical System, restricted to the

authorization process in order to keep the diagram short. This expresses the nature of

interfaces between the Medical System and its environment (made up of Health Insurance

and the Physician), as well as the overall structure of the system in terms of two basic enti-

ties: the Authorization management entity deals with the processing of transactions associ-

ated with authorizations, and the Medical information entity keeps track of information

exchanged about medical procedures for the management of these transactions (reconcili-

ation of reimbursement request against the authorization answer). The Authorization man-

agement entity also keeps track of log histories (in case of disputes).

UML diagrams, as well as alternative notations such as ADL (Architectural Description

Languages) and the ODP reference and architecture model (Linington, 1995), are useful

notations for representing logical IS architectures. However, if they provide su‰cient

expressiveness for representing the ‘‘how’’ of the IS, we need to use additional i* diagrams

for reasoning on the link between the business and the architectural model, on the one

hand, and on the elicitation of security requirements, on the other hand.

Figure 7.9 presents a new i* diagram in which the business and the IS architecture are

connected through a Strategic Rationale (SR) diagram.
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From this diagram, one can read that Authorization management (one of the basic UML

entities in figure 7.8) is made up of a number of subtasks, one of which, Display patient data,

is a ‘‘sensitive’’ task that directly contributes to Confidentiality patient information. Other

dependencies between architectural artifacts and security goals are established at the level

of Authorization answer and Authorization management, which contribute, respectively, to

the Integrity answer and Confidentiality medical procedures security constraints. All IS arti-

facts that are related to those security business goals (which themselves are associated

with business assets) correspond to IS assets (as opposed to business assets in the system’s

environment).

7.5.2 Risk-Based Decision Process at the Security Requirements Level

In the previous subsection we identified IS assets, such as get medical procedures, and their

relation to security goals (also called security constraints), such as Confidentiality medical

procedures. Now we have to translate such security goals expressed at the business model

level in terms of equivalent subgoals expressed at the IS level. We will call such goals secu-

rity requirements.

Security requirements do not need to be invented by the analyst, who can instead rely on

a body of knowledge available in most of the methods presented in figure 7.2. For exam-

ple, a list of security requirements is available in security standards such as ISO/IEC 27002

(ISO, 2005a) or Common Criteria (Common Criteria, 2006). Based on this available

Figure 7.8
The UML sequence diagram associated with authorization part of the IS.
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Figure 7.9
i* SR diagram in which business and IS assets are linked.
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knowledge, one ongoing part of our research is concerned with the elaboration of security

‘‘patterns’’ according to which business security goals are decomposed in terms of finer se-

curity requirements. A fragment of the available patterns library is depicted in figure 7.10.

In this figure, it is explained that confidentiality of information is respected if the system

is protected, on the one hand, from external unauthorized access and, on the other hand,

from internal unauthorized access. These two goals are considered as positive contribu-

tions to the confidentiality of information softgoal. They also contribute positively to the

softgoal of information integrity. Requirements can themselves be refined in terms of finer

requirements and even implementation solutions. In figure 7.10, the requirements for pro-

tection from external unauthorized access can be refined in terms of requirements for filter-

ing, intrusion detection, and logging (note that the proposed list of requirements is not

exhaustive).

Figure 7.10
Goal tree refining security softgoals.
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1 Filtering: a preventive measure acting on external elements for controlling their access to

a system

1 Intrusion detection: a detection measure controlling access of external elements to a

system

1 Logging: a detection measure acting as a log on a system component

The goal tree also illustrates the proposal of implementation solutions for the security

requirements. For example, it proposes three di¤erent tasks of authentication for imple-

menting the requirement for access control: authentication by password, authentication

by biometrics, and authentication by smart card.

From these available patterns the selection of the right requirements needs to follow a

new iteration of the risk-based decision process. IS assets have been identified through

their link with business security goals. These security goals are related to business assets

that themselves have been assessed against di¤erent qualitative criteria. Using these links,

we can therefore assess the risk associated with the IS assets. For example, in the architec-

ture shown in figure 7.9, we can conclude that the topmost-ranked assessed risks concern

the Medical procedures IS asset. This is due to the importance of the confidentiality con-

straint imposed during the second stage of iterations on the required medical procedures,

but also due to the integrity constraint imposed on the authorization data, including the

required medical procedures (i.e., the costs incurred in the diagnosis and restoration of cor-

rupted data, which represents an additional IT cost to be considered as part of Minimize

administrative costs).

When the main focus of concern is selected, a deeper analysis of the library of require-

ments patterns and of their contribution to the di¤erent security goals ends with the iden-

tification of the security requirement Protect from external unauthorized access on which the

medical procedures depend. By incrementally assessing other risks (not shown), security

engineers incrementally create the diagram of the most important security requirements,

as shown in figure 7.9.

7.6 Detailed Secured Architectural Design

In the previous section, we derived the security requirements from a risk analysis based on

a joint evaluation of the high-level security goals and of the preliminary design of the IS

architecture. The next stage is then to perform an in-depth analysis of risks associated

with the proposed detailed architecture, with respect to its conformance to the security

requirements. It is at this stage that we will analyze the threats and vulnerabilities associ-

ated with the components of the architecture, and identify controls (i.e., the countermea-

sures that can be used for fulfilling security requirements).
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7.6.1 Detailed IS Architectural Model

As in the previous IS development stages, models can also be produced for representing a

functional view of the detailed architecture. These models basically represent the physical

components of the detailed architecture together with their interrelations. If we decide to

use a UML artifact, the component diagram is the usual artifact for representing this

detailed architecture.

Figure 7.11 represents the physical architecture of the medical system. It is made up

of dedicated interfaces for the Physician and Health insurance actors, a central Authorization

transaction management component for authorization processing, and the Medical procedures

DB. Finally, the figure also indicates that an Internet-based communication medium is used

between actors.

Analogously to previous UML diagrams, this component diagram does not provide us

with useful information about security concerns, nor about nonfunctional dependencies

aspects. However, the identification of the components is of interest for refining the i* dia-

gram produced at the high-level architectural step so that dependencies among compo-

nents can be analyzed. In the context of our case study, such a diagram is depicted in

figure 7.12, which refines figure 7.9.

From this diagram we can see that Interface and Communication Phys. Ins. are dependent

on each other for inputting and displaying data. The Interface is dependent on Authorization

Transaction Management to do the required processing of the data entered, and Authorization

Transaction Management depends on Communication Phys. Ins. for communicating the results

of its operations. Finally, Authorization Transaction Management is dependent on the Medical

Procedures DB for providing persistence of data and operations. Note that, due to lack of

place, the Interface actor is not fully detailed.

The benefit of this diagram is that it establishes needed traceability links among the

new IS assets identified at the detailed component level, the IS assets identified in the

Figure 7.11
UML component diagram of the medical system.
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Figure 7.12
i* SR diagram in which business and IS assets of the detailed architecture are linked.



preliminary architectural design, and the mirror of the IS assets in terms of business assets

identified in the business domain.

7.6.2 Risk-Based Decision Process at Security Components Level

At the level of the IS detailed architecture, it is now possible to detail the security risks and

give precise scenarios involving specific threats and vulnerabilities and resulting in specific

impacts. This is done on the basis of the large body of knowledge that can be found in

the most recent security risk methods such as the IT-Grundschutz Manual (BSI, 2004) or

EBIOS (Direction Centrale de la Sécurité des Systèmes d’Information, 2004). For the sake

of brevity, we will illustrate the approach on a single scenario associated with the Medical

Procedures DB (see this component in figure 7.12). One can find a scenario with a high prob-

ability and a high impact on the confidentiality of data, in which the threat comes from a

hacker who gains access to medical procedures due to a security hole in the database man-

agement system. Quantitative data can also be used to refine the qualitative data con-

cerning the probability of the scenarios and the costs of the impacts. Thus, the qualitative

criteria can be modified to take into account those quantitative data.3 In the running ex-

ample, the topmost-ranked assessed risks concern the actor Medical Procedures DB due to

the high probability of the attack and the importance of its impact.

At this stage, the analyst can propose di¤erent solutions (countermeasures) for the Med-

ical Procedures DB to be protected: either the firewall alone, or an intrusion detection system

(IDS) together with a firewall, or for advanced protection, a logging tool in addition to an

IDS and a firewall.

The selection of the adequate countermeasure includes an analysis that goes up to the

business abstraction level and may take a couple of iteration cycles. In our example,

the final decision is the selection of the second countermeasure (Firewall & IDS). This solu-

tion does not fulfill all the finer requirements associated with the Protect from external unau-

thorized access security requirements (see figure 7.10) because the logging facility is not

supported. However, considering the two driving business softgoals involved at this stage,

Respect for private life and Minimize administrative costs, the choice to limit Protect from external

unauthorized access to Filtering and Intrusion detection is considered by the analyst as the best

trade-o¤. In particular, using the Logging security requirement to complete Protect from ex-

ternal unauthorized access would improve the satisfaction of Respect for private life, but would

negatively contribute to Minimize administrative cost.

7.6.3 i* SR Diagrams Associated with Detailed Architectural Design

In order to support the risk-based reasoning presented in the previous subsection, we pro-

pose some i* notational extensions for representing such reasoning that are inspired from

preliminary work reported in Gaunard and Dubois (2003) and fully consolidated in Matu-
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levičius et al. (2009). In figure 7.13, part of the scenario described in the previous subsec-

tion is reformulated in an i* diagram that is explained as follows. A hacker can read med-

ical procedures (threats are represented by diamonds) by using a Medical Procedures DB

security hole (vulnerabilities are represented by diamonds with a black corner). The rela-

tion between the vulnerability and the threat is modeled by a positive contribution link,

showing that the vulnerability provides a su‰cient support for the achievement of the

threat. A new link, called AFFECT, is used to connect the vulnerability with the correspond-

ing IS asset: the medical procedures database. The impact of the threat on the security con-

straint Confidentiality medical procedures is also expressed with contribution links, showing

that the constraint is fully denied with the achievement of the threat. Finally, security

countermeasures are selected from the security goal tree (figure 7.10) to mitigate the risk.

The mitigation is expressed with a negative contribution link, showing that requirements

selected are strong enough to break the risk. The high-level security requirement Protect

from external unauthorized access, composed of the Filtering and Intrusion detection security

requirements, is therefore a positive contribution to the Confidentiality medical procedures

and Confidentiality patient information security constraints.

But during the next steps of the risk analysis, some other risks could be elicited with an

unacceptable level. If no su‰cient mitigation measures are currently chosen in the architec-

ture, some security requirements could be added, increasing the cost of the architecture;

however, this may be necessary, considering the new assessment of the trade-o¤ between

the top business softgoals. Risk management is thus used as the tool for managing security

and finding the best trade-o¤s between security and other softgoals.

Due to space restrictions, we cannot elaborate on the complete handling of the case

study, but similar reasoning can be applied to the management of other security concerns

by applying the same risk-based decision process on the security concerns. Full case studies

can be found in the work of Mayer (2009).

7.7 Conclusion

In this chapter, our objective was to introduce the benefits of using the i* framework in

support of the improvement of a risk-based security management approach, performed

in the context of a business/IT alignment perspective. Besides a better identification of

business assets and IS resources, we have suggested how i* diagrams can improve reason-

ing, from the early to the late stages of a secure IS development life cycle. In particular, we

have explained how i* diagrams can be produced and related together, within a traceabil-

ity framework, linking business assets to security goals (or constraints), security goals to

security requirements, security requirements to security vulnerabilities and threats attached

to IS components, and, finally, to the identification of system security components acting

as countermeasures to the identified risks. All along the production of the i* diagrams at

the di¤erent levels of abstraction, we have shown the importance of having a continuous
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Figure 7.13
Threats and vulnerabilities notations.



risk-driven process that allows recording the rationale behind the decisions taken regarding

risk mitigation, using a cost/benefit perspective.

Although the handling of the case study in this chapter seems sometimes to follow a top-

down process (from security goals down to security software components), our experience

indicates that this is never the case, since the reality shows an inevitable intertwining of the

RE and architectural engineering phases. As further explained in Mayer et al. (2005),

the analyst cannot identify all the security goals and requirements at the initial stage, and

in most cases it is only when additional technical details are considered at the IS solution

level that new requirements and new goals can be identified and handled at the RE level.

The use of the i* framework for security modeling is not new. Liu et al. (2002, 2003)

represent attacks as softgoals having negative contributions to security softgoals. Attackers

are represented as malicious agents and vulnerabilities are identified as dependency issues.

Other security modeling notations not based on the i* framework are also relevant and

pursue the same goal, for example, the work on extensions of use cases, such as misuse

cases (Sindre & Opdahl, 2004) and abuse cases (McDermott & Fox, 1999). In these

approaches, the focus is more on elicitation of new threats and vulnerabilities exploited

by malicious actors.

CORAS (Fredriksen, Kristiansen, Gran, Stølen, Opperud, & Dimitrakos, 2002) is one

of the very few approaches in which risk management issues are tackled through a model-

based approach that is based on extensions to UML. On the basis of the i* framework,

Mouratidis, Giorgini, and Schumacher (2003) propose a pattern language for the develop-

ment of secure systems based on the agent-oriented paradigm. This methodology stands on

the Tropos approach and is called Secure Tropos (Mouratidis & Giorgini, 2006). It is

based on a set of security patterns (Mouratidis, Giorgini, & Schumacher, 2003) and defines

the concepts of security constraints and secure capabilities (Mouratidis, Giorgini, & Man-

son, 2003). Security concepts of criticality and complexity are presented in Bresciani et al.

(2004). Our proposed approach is aligned with these works while complementing them

with a systematic risk-based analysis that is used in an incremental and iterative manner.

This view is largely inspired by the one proposed in traditional security methods such

as OCTAVE, CRAMM, or EBIOS (Alberts & Dorofee, 2001; Insight Consulting, 2003;

DCSSI, 2004). In line with the content of these approaches, we have introduced an

extended i* framework supporting more detailed reasoning over security risk management

issues. This framework includes extensions of the i* notation for dealing with threat and

vulnerability issues. More details can be found in the work of Mayer (2009). At the RE

level, another extension that we should consider is the one of trust, and similarly the en-

hancement to i* proposed in Yu, Mylopoulos, and Lespérance (1996) and Castro et al.

(2002), which defines concepts for modeling trust by the ownership link.

The joint usage of the i* framework and of the risk-based analysis approach may help in

answering a key question regarding the di‰culty encountered in private companies in real
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cases: producing i* diagrams that tend to grow large and complex. Our preliminary answer

is that the modeling process for creating i* diagrams has to be adapted, because a neces-

sary trade-o¤ must be made between the large size of the diagrams and the time and bud-

get allocated to the software engineering activities, which are decreasing every year in

private companies. We think that a systematic risk analysis activity, performed at the early

and late stages of IS development, can help in identifying where i* diagrams are worth

being produced for supporting a complex decision.

From ongoing real experiments, we can conclude that the use of our approach pro-

vides a finer-grained support to security risk management than most of the commercial

approaches based on informal textual and ‘‘box and arrows’’ documents. Besides the ap-

plication of the approach in the context of the development of a new system (as illustrated

in this chapter), we have also experienced the benefit of using this approach on existing

systems and improving documentation of the risk management process and control of risks

afterward, which are, for example, main requirements for an ISO/IEC 27001 (ISO, 2005b)

certification.

In terms of ongoing research, our concerns are related to the following:

1 The development of a tool set supporting the proposed approach of which the kernel will

be a repository whose schema will be the IS security risk management metamodel (Mayer,

Heymans, & Matulevičius, 2007).

1 The investigation of an adequate risk management component, central in the tool set and

o¤ering a set of advanced features like those developed by Feather and Cornford (2006) to

support the design and development of complex systems.
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Notes

1. Note that the judgment of business experts, as well as of technical experts, might be more important than the
judgment of the users, and could be di¤erent from their usual involvement in requirements engineering.

2. Recall that when considering operational risk management (which includes security risk management), security
risk analysis is itself a mitigation technique, and it must satisfy the same cost/benefit trade-o¤ as any other risk
mitigation.

3. The quantitative data can be used to define a more detailed qualitative scale with more confidence.
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Direction Centrale de la Sécurité des Systèmes d’Information (DCSSI). (2004). EBIOS—Expression of needs and
identification of security objectives. Retrieved November 1, 2007, from Information Systems Security special pur-
pose server: http://www.ssi.gouv.fr/en/confidence/ebiospresentation.html.

Dubois, E., Mayer, N., Rifaut, A., & Rosener, V. (2006). Contributions méthodologiques pour l’amélioration de
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Mayer, N., Heymans, P., & Matulevičius, R. (2007). Design of a modelling language for information system se-
curity risk management. In C. Rolland, O. Pastor, and J.-L. Cavarero (eds.), Proceedings of the First International
Conference on Research Challenges in Information Science [RCIS’07] (pp. 121–132). Marrakech, Morocco: École
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